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A	New	Model	of	Trust
• Basis	For	Trust	In	Prior	Systems:
– Blind	Faith	/	Assumption
– Reputation
– Incentives
– Regulation

• A	New	Model:	Self-regulation
– Anyone	can	audit	the	operations
– (Extremely)	High	Availability
– No	permission	needed,	no	centralized	coordinator



Alice Bob

Mary

TX-1:	Bob	->	Mary
TX-2:	Alice	->	Mary

TX-1:	Alice	->	Bob
TX-2:	Bob	->	Mary

TX-1:	Alice	->	Bob
TX-2:	Alice	->	Mary

Double-spending

Application:	Self-regulating	Currency



The	Blockchain	Consensus	Problem



The	Problem

Transaction	1 Transaction	2

Confirmed	Transaction	Blocks



Key	Challenge:
Agreement	over	Transaction	Ordering

Transaction	1 Transaction	2

TX-1:	Alice	->	Bob TX-1:	Alice	->	Mary

TX-1:	Alice	->	Bob
TX-2:	Alice	->	Mary

TX-1:	Alice	->	Mary
TX-2:	Alice	->	Bob

Ordering	Transactions is	sufficient	to	prevent	double-spends!



Why	Total	Order?
• Replicated	State	Machines	[Lamport84,	Schnieder90]
– Useful	for	backups,	snapshots,	distributed	locks,	…
– A	sequence	of	commands	transition	from	state	to	state	

…….

Consensus	Protocol

T1 T2 T3 T4 T5 T6 T7 T8

T1 T4
Slot	1 Slot	2 Slot	3 Slot	4 Slot	5 Slot	6

T5 T8 T2 T6 T7 T3
Slot	7 Slot	8

Replicated	Log Deterministic
State	Machine



Enables	General-Purpose	Computing

Over	5	million	smart	contracts!



The	Bitcoin	Security	Model
• Assumptions:
– A	trusted	“genesis”	block		
– No	pre-established	identities,	joining	is	permissionless
– A	fraction	“f”	(<	½)	of	the	computational	power	is	malicious
– Network	is	synchronous	(Blocks	transmitted	within	some	delay)		

• Security	Properties:
– Safety:	Nothing	bad	happens
• Stability:	A	block	once	confirmed	can’t	be	changed
• Agreement: All	miners	order	blocks	same	way

– Liveness:	 Honest	blocks	are	accepted	eventually
– Fairness:	Your	confirmed	blocks	are	proportional	to	your	
computational	power



Bitcoin’s	Solution:
Nakamoto	Consensus



Nakamoto	Consensus	Protocol
• Miners	keep	a	local	copy	of	the	blockchain
• Miners	solve	a	computational	Proof-of-Work	puzzle:	

• Successful	miners	(usually	one)	broadcast	solution
• Miners	check	the	received	solutions,	and	if	valid:
– Extend	their	chain’s	last	block	with	that	block

• Confirm	block	on	the	longest	chain after	it	is	k-deep
• Bitcoin	proposes	k	=	6

• H(s ||	last_block_hash ||	new_block)	<	d



Nakamoto	Consensus:	Overview

P6

P5

P4

P3

P2

P1

TX-1:	Alice	->	Bob
TX-2:	Bob	->	Mary

Solution:	 X

PoW	solver	(block	founder)	is	a	leader.	Everyone	accepts	his	solution,	if	valid.
- We	didn’t	know	how	many	computers	connected,	yet	we	elected	one	block!
- Miners	only	select	valid blocks	per	round



Problems	with	Nakamoto	Consensus:
Poor	Throughput

• 2-4	Kilobytes	/	second
• 6-12	TXs	per	second
• 3-60	minutes	latency

• Support	limited	computations
• Outages	and	Unavailability
• A	cryptoKitties	app	clogged	the	

entire	network

Demand	from	Practice:	1,200	- 50,000	TXs/s



Poor	Decentralization
• In	anonymous,	permissionless	setup
– Mining	concentration	reflects	“real”	wealth	distribution		

• Goal	of	decentralization:	Maximize	block	miners/sec	
• Optimal	Decentralization	is	𝛩(𝛽),	where	𝛽 is	bandwidth

Decentralization	in	Bitcoin	and	Ethereum	Networks	– Gencer et.	al.



Problems	with	Nakamoto	Consensus:	
Resilience	Reduces	with	Decentralization

A	Better	Method	to	Analyze	Blockchain	Consistency”	– KRS’18.	(Also	see	GK’15,	GKL’17,	PSS’17)

Unsafe

Safe

• For	Nakamoto	consensus,
– Resilience (f)	is	“near-optimal”	at	blk.	interval	>	3Δ



Can	We	Do	Better?



• Byzantine	Agreement	Problem	(Lamport et	al.	82):
– A	set	of	parties	{P1,	P2,	….	Pn}	have	inputs
– A	fraction	f out	of	n are	malicious,	i.e.,	Byzantine
– Goals:	
• Ensure	that	all	honest	parties	agree	on	the	same	value
• The	agreed	value	is	valid,	i.e.	input	of	some	honest	node

Classical	Byzantine	Agreement	(BA)



Byzantine	Agreement	

• Yes,	repeated	rounds	of	BA
• Agree	on	1	block	per	round
• Honest	miners	sign	that	block	with	round	id.

• Challenge:	Participants	must	be	known	a-priori
– Chicken-n-egg:	Agreeing	on	participants	is	itself…

…….

Input	Transactions

Repurposing	BA	Protocols?



The	Concept:
Blockchain	Sharding

Block	I1 Block	I2 Block	I3 Block	I4 Block	I5 Block	I6

More	computation	Power,	More	Blocks

Elastico	– CCS’16

Proof-of-work

Classical	BA



How	to	do	it	Securely?

Elastico	– CCS’16 (Also	see	Omniledger – Oakland’18,	RapidChain-CCS’18)		

H	(Coin	||	PK) = 0𝑥0000………………

Shard	1 Shard	2 Shard	3

The	identity	“PK”	is	assigned	
to	corresponding	shard

#.				
#.			 >

3
1

For	safety	of	the	classic	BA

The	mean	#	of	PKs	
per	shard:

For	f<1/5	is	~600
For	f<1/4	is	~1800



Sharding:	A	Straw-man	Solution

Common	random	coin

A	known	list	of	nodes	
joining	simultaneously

Assumptions

H	(Coin	||	PK)

Run	BFT	
Protocols

Broadcast	all	
blocks Block	I1 Block	I2 Block	I3



Improvements	over	the
Basic	Solution

Generating	a	shared	common	coin	
each	round,	without	excessive	bias

O(N2)	->	O(NC)	messages	to	
broadcast	hash	values,	using
a	dedicated	shard	that	runs	BA

O(C2)	messages	for	BFT	protocols,	
which	can	be	optimized	with	

signature aggregation

Additional	Considerations

Block	I1 Block	I2 Block	I3

H	(Coin	||	PK)

Run	BFT	
Protocols

Broadcast	all	
blocks

Elastico	– CCS’16 (Some	 improvements	 in	the	Zilliqa	whitepaper)	 	

Minimize	the	size	of	broadcast	data	
to	pipeline	BA	and	block	verification



ZILLIQA.COM@ZILLIQA

Commercialized	as	the
Zilliqa	public	blockchain	platform



ZILLIQA.COM@ZILLIQA

Open	to	public	mining	(Feb	2019)



Security	vs.	Performance:
State-of-the-art

Approach Resilience	 Throughput Decentralization Latency

Nakamoto	with	reduced	
block	intervals	

𝑓	 < 	
1
3

Low Medium Good

Nakamoto	with	large	
blocks

𝑓	 < 	
1
2

High Low Medium

AlgoRand (with	BA)
[SOSP’17]

𝑓	 < 	
1
5

High Low Good

Sharding	(with	BA)
[CCS’16,	S&P’18,CCS’18]

𝐟	 < 	
𝟏
𝟑

High Medium Good

OHIE	- Parallel	Chains
[S&P’20]	

𝐟	 < 	
𝟏
𝟐

High Good Medium
~1-3	proposers	per	sec ~30	sec.

But,	Resilience	and	Decentralization	are	not	optimal!



OHIE:
A	Principled	Approach	To	Scale	Nakamoto

Joint	work	with	Haifeng	Yu,	Ivica	Nikolic,	and	Ruomu Hou	(IEEE	S&P	2020)



Starting	From	Proven	Foundations

A	Better	Method	to	Analyze	Blockchain	Consistency”	– KRS’18.	(Also	see	GK’15,	GKL’17,	PSS’17)

Safe	under	all	strategies

• There	is	a	safe	way	to	run	Nakamoto	consensus
– Resilience (f)	is	“near-optimal”	at	blk.	interval	>	3Δ

Invalid	Attack
Attemps



Key	Observations

• Independence	of	Design	Parameters
– Block	interval	depends	only on	desired	f	and	Δ
– Confirmation	latency	depends	only on	block	interval
– Throughput	depends	only on	available	bandwidth	(𝛽)
– Decentralization	depends	only on	number	of	blocks/sec.

• Experimental	Observations:
– Block	propagation	delay	(Δ)	
proportional	to	graph	diameter	
(1-2	seconds)

– Parallel	broadcasts	don’t	
impact	latency	(Δ)

OHIE:	Blockchain	scaling	made	simple – Yu,Nikolic,	Saxena,Hu (To	Appear	at	Oakland’20)



The	OHIE	Protocol:
Run	“k”	parallel	chains!	

.

.

.

Chain	0

Chain	1

Chain	k
(=	999)

PoW

0000000000

000000001

1111111111

Last	block	of	all	chains

R
H	(R,	new_block,	nonce)	<	D

Merkle	Tree

Key	Points:
- Adversary	cannot	bias	its	

computational	power.
- Each	block	extends	a	unique	

previous	block	on	a	unique	chain.
- R	cryptographically	commits	to	all	

“k”	blocks	that	the	miner	sees.

OHIE:	Blockchain	scaling	made	simple – Yu,Nikolic,	Saxena,Hu (To	Appear	at	Oakland’20)



The	OHIE	Protocol	

• Construction	is	simple	and	modular
• Safety	and	Liveness	Proof:
– Bitcoin	backbone	(Nakamoto)	security	reduces	to	OHIE
– Intuition:
• Probabilistic	process	on	each	chain	is	identical	to	Bitcoin
• Each	block	extends	a	single	prior	block
• The	state	that	the	block	extends	can’t	be	forged

– Takes	𝛩	(log	k)	more	confirmation	blocks	(union	bound)

OHIE:	Blockchain	scaling	made	simple – Yu,Nikolic,	Saxena,Hu (To	Appear	at	Oakland’20)



Total	Ordering	Across	Chains?

.

.

.

Chain	0

Chain	1

Chain	k
(=	999)

A	Totally	Ordered	
(Global)	Chain

But,	…	works	well	when	chains	
are	of	roughly	equal	length

Naïve	scheme

OHIE

OHIE:	Blockchain	scaling	made	simple – Yu,Nikolic,	Saxena,Hu (To	Appear	at	Oakland’20)



0,10,1

Total	Ordering	Scheme	In	OHIE

OHIE:	Blockchain	scaling	made	simple – Yu,Nikolic,	Saxena,Hu (To	Appear	at	Oakland’20)
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Macro	Experiments:
Linear	Scaling	with	Available	Bandwidth

• 50,000	miners,	20	Mbps,	resilience	(f)	~	0.43

Num.	of	chains	(k)	=	0.5 ⋅ 3Δ ⋅ 9
:;<=>	?@AB

OHIE:	Blockchain	scaling	made	simple – Yu,	Nikolic,	Saxena,	Hou



Macro	Experiments:
Decentralization

• 50,000	miners,	20	Mbps,	f	~	0.43
• Decentralization:	Scales	linearly	with	bandwidth
– k>60	blocks	per	second	(20x	higher	than	all	prior	work)

OHIE:	Blockchain	scaling	made	simple – Yu,	Nikolic,	Saxena,	Hou



Macro	Experiments:
Confirmation	Delay

• 50,000	miners,	f	~	0.43
• Confirmation	Delay	
– Under	10	minutes	(3Δ𝑇)
– Independent	of	throughput!
(once	we	fix	“k”)

• Conf.	Blks (𝑇)	=	15	- 30
– 𝑇DEF + 𝛩(log	k)

OHIE:	Blockchain	scaling	made	simple – Yu,	Nikolic,	Saxena,	Hou



Security	vs.	Performance:
State-of-the-art

Approach Resilience	 Throughput Decentralization Latency

Nakamoto	with	reduced	
block	intervals	

𝑓	 < 	
1
3

Low Medium Good

Nakamoto	with	large	
blocks

𝑓	 < 	
1
2

High Low Medium

AlgoRand (with	BA)
[SOSP’17]

𝑓	 < 	
1
5

High Low Good

Sharding	(with	BA)
[CCS’16,	S&P’18,CCS’18]

𝐟	 < 	
𝟏
𝟑

High Medium Good

OHIE	- Parallel	Chains
[S&P’20]	

𝐟	 < 	
𝟏
𝟐

High High Medium

10	mins30	secs.60	proposers	per	sec



Takeaways

• Decentralized	Systems	propose	exciting	algorithmic	problems
– Build	better	crypto,	distributed	algorithms,	verification	tools,	…

• Is	there	an	Optimal	Consensus	Protocol?
– Latency	𝛩(Δ),	Throughput	𝛩(𝛽),	Decentralization	𝛩(𝛽),	Res.	f	~	0.5
– Simplicity
– Improve	the	constants

• Need	for	new	models	and	drawing	new	connections:
– Consistency	&	Isolation	properties	offered	by	blockchains
– Sybil	resistance	mechanisms:	Proof-of-Stake	vs.	Proof-of-Work
– Incentive	mechanism	design:	Fairness,	Variance,…
– Trusting	Off-chain	computations



Thank	you!

Collaborators:
• Loi Luu (PhD,	NUS	&	CEO	– Kyber Network)
• Haifeng Yu	(Prof,	NUS)
• Ivica	Nikolic	(Postdoc,	NUS)
• Seth	Gilbert	(Prof.,	NUS)
• Hrishi Olickel (UG,	Yale-NUS)
• Roumu Hou	(UG,	NUS)



Prior	Scaling	Efforts



Extending	Nakamoto:
With	Large	Blocks

• Increase	block	size	(e.g Bitcoin-NG)
– May	achieve	near-optimal	throughput,	latency,	resilience
• Needs	a	careful	implementation

– Poor	decentralization:
• A	single	block	proposer	broadcasts	tens	of	thousands	of	TXs
• Number	of	miners	participating	is	not𝛩(𝛽)



Extending	Nakamoto	
With	Smaller	Block	Interval

The	GHOST	protocol								

0

16

6 7 0

055

2 1 2 1

0 0 000

“Heaviest”	rather	than	longest	chain

𝐴I

𝐴J

𝐵I

𝐵J

…
Round	r

8	blocks

10	blocks

Round	r+1

𝐴L 𝐴M 𝐴N

Honest	“A	miners”
Will	extend	A

Honest	“B	miners”
Will	extend	B

Round	r+2

Active	Balancing	Attack	on	GHOST

Secure	High-Rate	Transaction	Processing	 in	Bitcoin	– SZ13



Attack	Effectiveness	on	GHOST

OHIE:	Blockchain	scaling	made	simple – Yu,	Nikolic,	Saxena,	Hou


